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Five Privacy and Security Imperatives

for Electronic Trade

Views on the February 1995 Vanguard Conference,
“Privacy and Security: Keys to the Electronic Trade Exchange”

by Larry Downes

“You can no more reason from highway
precedents to railway problems than you can

reason from the ox to the electric battery.”

— Brooks Adams, historian, 1695

“Sociology is a very interesting subject.”
— Alan Kay, technologist, 1988

Roebling’s Bridge

The instinctual response to the idea of using
today’s emerging communications networks
(generally, “Cyberspace”) as a vehicle for doing
business is a visceral one or, as Vanguard advisory
board member John Perry Barlow says, an immune
response:

“The Internet is not secure, and until it is, I
won’t do business there.”

“Electronic commerce will not develop without
strong cryptography.”

“Twould never give my credit card number out
over the Web.”

It is worth acknowledging that these are
visceral, instinctive responses. When the Brooklyn
Bridge was built just over 100 years ago, it
emploved many new technologies that enabled John
Roebling to create the world’s longest suspension
bridge. It was the first such bridge across the East
River, and dramatically expanded the effective (or

virtual) size of New York City. Since the main
support for such a bridge is invisible, buried deep in
an anchorage, Roebling’s design looked impossible,
unstable and dangerous. (It still looks that way, but
we have learned to ignore it, just as we have learned
to ignore the fact that the sun appears to revolve
around the earth.) Many at the time doubted such a
structure could be sound, and a week after it
opened a rumor spread that the bridge was
collapsing, causing a riot among the throngs of
pedestrians crossing between Manhattan and
Brooklyn. Twelve people were killed.

They were not killed by the failure of the
bridge.

Large-scale semipublic networks are the
suspension bridges of today. We can’t see how they
are held together, and no matter how carefully the
physics of such structures are explained to us and
their tolerances and risks calculated, there is a
psychology, a group psychology, that does not want
to believe such networks can stand. Where are the
firewalls, the encryption algorithms, the provable



specifications for a secure operating system —
whatever these things are?

It is not to discount the real business issues
involved in operating in Cyberspace to
acknowledge that human psychology fears the
unknown. We hear the nightmare stories of
Tsutomu Shimomura and Cliff Stoll, and wake up
in a cold sweat. Someone is methodically, indeed
mechanically, poking around in our house and our
office and our colleagues’ offices, and when he
finds anything at all, he picks it up, reads it and
discards it. The intruder is unrelenting, cold,
invisible. We all experience the victim’s very real
sense of having been invaded, violated, exposed,
humiliated. The Internet Worm. The Good Times
Virus. The Invasion of the Body Snatchers. Be
afraid. Be very afraid.

It is also not to discount the realities behind
these and many other stories — some of which
won'’t be told because the victims have good
reasons, both personal and fiduciary, not to speak,
and others, even more frighteningly, because the
victims never knew they were attacked - to
recognize what psychologists call cognitive
dissonance. We believe that we are innately able to
weigh risks against benefits. But we are wrong.
Studies have shown that humans in fact tend to
overestimate risk based on anecdotal data, perhaps
as a function of natural selection. To augment
Vanguard advisory board member Bob Lucky’s
example, we hear of a terrorist bombing in Paris
some years ago and decide not to visit Europe;
instead, we get in the car and drive to the corner
store without our seat belts on. No matter how
much proof we are given that the risks of death
from the latter are astronomically higher than
from the former, a part of us does not want to
- believe the truth: that we are far more likely to be
injured by the innocuous and mundane threat than
we are from the dramatic and newsworthy. It
defies our ego to believe that we could be harmed
by anvthing smaller than we are.

Armed with this powerful psychological
insight, we have identified five privacy and security
imperatives for companies considering entry into
or large-scale expansion of electronic trade.

Five Imperatives for Electronic Trade

Don’t Trust Your Instincts in Evaluating the

Risks of Operating in Cyberspace.

The wise person will use psychology as a
competitive tool. He recognizes that our natural
response to new technologies is fear — literally, a
feeling of insecurity. He understands that
competitors will overestimate risks; will let
opportunities pass them by: will play it safe when
staring at a brand-new marketplace or channel, or a
new way of reducing the transaction costs of doing
business, or a new way of forming relationships, or
creating new forms of corporate entities. He listens
while others say the Internet is not secure and
encourages them to believe this is so and that it is
relevant. Meanwhile, he is busily weighing the real
risks and comparing them to the real benefits,
getting ready to make a strategic move.

He might, for example, approach two of the
thorniest issues of security in Cyberspace —
transactional security and firewall breaches — in
the following context:

* Transactional security. Everyone knows that
it would be foolish to give out credit card
numbers over the Internet. Never mind that
we give these highly secure codes to total
strangers all the time, sometimes over the
phone to organizations we haven’t the
slightest reason to believe are really
legitimate businesses, or to order takers who
have no incentive not to sell the information
or give it away immediately to some bulletin
board. Never mind that we have no liability
as consumers for unauthorized purchases
(including, whether by law or custom, the $50
we think we have to pay because we’re told
that this is our “maximum liability,” largely
to make us more diligent on behalf of the
card services). Never mind that, as
merchants, we are similarly protected by the
card services; indeed, that is why we pay
transaction fees. Never mind that the banks
and other financial service providers have
every incentive to develop sensitive
authorization techniques to minimize the

] ) CSC Vanguard
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*  Firewall breaches. We all fear establishing a
presence on the World Wide Web because of
the risk that intruders will break into our
private networks. Just one terrorist (whether
it’s Saddam Hussein or — worse, it seems — an
ingenious adolescent) can erase all of our
company’s information assets, so there’s no
point in even evaluating the potential revenue
that could be generated, or the costs
improved, or the competitive barriers erected,
by establishing such a presence. Never mind
that we run the same risk every time we hire
(or fire) an employee, or allow a contractor or
vendor access to our systems. Never mind
that we have an inadequate security
organization in place now, or an outdated
disaster plan. Never mind that we haven’t
really evaluated our exposure since a time
long before operational data was even present
on our computer systems. Never mind the
damage that can be done inadvertently by the
cleaning staff.

As Steven Levy points out, we used to think of
“hackers” as the heroes of the information
revolution. Now we think of them as, well,
revolutionaries. Who changed?

The point is not that there are no risks, or
that the Internet is secure

enough, or even that the time is
ripe for moving our entire
mainline business
activities to
Cyberspace. The
point is that now is
the time to
& evaluate these
opportunities as
rational business
people, armed with all
those low-technology
tools: management
science, financial
modeling, market
research, cost/benefit
analysis, risk assessment.

We need to quantify our fear.

There’s no magic to making money in
Cyberspace. Magic is the thing we’re afraid is out
there. We trust in the international telephone
networks, the automated teller network, the air
traffic control system, the real-time monitor in our
home thermostat, and dozens of other insecure
(and worse, buggy) systems, not because there are
no risks of serious damage, but because we have
enough data points to weigh the risks against the
benefits of using such systems. We need to begin
collecting data points in Cyberspace and
determining what are the real risks. Then we can
decide if the privacy and security protection choices
available are good enough.

Don’t Look to the Federal Government for Help
2 — or Anything Else - in Cyberspace. And that’s
the Good News.

Despite the fact that the government was the
chief sponsor of all the basic technologies critical to
current information technologies (including what is
today known as the Internet), waiting for
Washington to roll out the National Information
Infrastructure — or to establish standards for
secure, cost-efficient allocation of Cyberspace’s
bandwidth, or to rationalize the current morass of
statutes and regulations that make up the export
controls, intellectual property, and the criminal
code — is waiting for Godot.

Ray Kammer’s exegesis of the current
administration’s policy regarding encryption and
“related activities” suggests a government that is
at best hallucinating and at worst irrelevant, if not
the other way around. The government’s policy is
to limit the use of technologies the government
acknowledges are critical to the success of
electronic commerce, specifically by prosecuting
the export of cryptography. But don’t worry, says
the government, the government will fail. The
administration’s fifth policy statement, according
to Kammer, proclaims flexibility on encryption
approaches: “We actively seek additional solutions
to these difficult problems.” In other words, “We're
from Washington. We’re here not to succeed in our
efforts to get in your way.”



Clinton Administration’s
Cryptographic Policies

1. Encryption is an important tool to protect
privacy and confidentiality.

2. No legislation restricting domestic use of
cryptography.
3. Export controls on encryption are necessary

but administrative procedures can be
streamlined.

4. The government requires a mechanism to
deal with continuing encryption policy issues.

5. The government supports flexibility on
encryption approaches.

6. Use of the Escrowed Encryption Standard is
voluntary and limited to telecommunications.

7. Government standards should not harm law
enforcement/national security.

Source: Raymond Kammer,
U.S. Department of Commerce

Or consider the administration’s seventh
policy statement, which is that new technologies,
where possible, should not in any way inhibit
current law enforcement capabilities. But any
technology that enhances or otherwise expands the
range of human interactions will always make law
enforcement more difficult. As Whit Diffie pointed
out, similar fears accompanied the advent of global
telecommunications, yet national governments and
the rule of law appear to have survived this and
many other decentralizing technologies. But no
more, or at least not in a world where government
policy is translated into action. “Now let us get this
straight, Mr. Bell. Your device would let people in
different places talk to each other in private? Have
vou even thought about the impact that could have
on law enforcement? Let us get back to you after
we've had a chance to deal with this Mr. Edison.”
And this is the policy statement of the Department
of Commerce!

In reality, these policies have no hope of
succeeding, and were almost surely designed to be

dead on arrival. So the best the government can do
is to fail to impede the development of electronic
commerce. Surely it will do nothing to encourage
it. There will be no Interstate Highway system in
Cyberspace. There will be no Erie Canal, no

St. Lawrence Seaway, no international air routes,
no universal Postal System, no Geneva Conventions.
Standards, infrastructure and currency will all be
developed by the free market, a Milton Friedman
dream come true. For better or worse, Cyberspace
will remain an unregulated market, one that
operates with almost no transaction costs.

We think this is decidedly for the better.
Because it is not only the United States
government that wants to regulate, but
governments at all levels, Individual states are
already flexing prosecutorial muscle, trying to

impose their community standards on
pornography that may have passed through
an Internet host site physically located in
their borders. No transaction in
Cyberspace, commercial or otherwise,

can take place if it is potentially
subject to the laws, regulations,
ordinances and customs of every
minute jurisdiction it
theoretically passes through.
Because, theoretically, it

will pass through all of
them. Regulation of virtual
space by governments in

the physical world would be
like introducing air into a
vacuum — it wouldn’t make it
a safer place to breathe, it
would destroy it.

Perhaps to ask what the federal government’s
“role” in Cyberspace should be is as meaningless
as asking whether Fred and Wilma Flintstone are
married in real life. Maybe Cyberspace isn’t in the
United States or any country at all, but exists as its
own sovereign, virtual nation, and — what may be
most chilling of all - that virtual nation might just
be the home country of all global businesses. If this

is true, Cyberspace needs not only its own markets CSC Vanguard
and customs but needs them in forms suitable to Position Paper
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But if Cyberspace is sovereign territory, how
can it exist without its own government? How can
business be conducted without contract law,
protection for intellectual property, police and
other law enforcement, currency, taxes, courts?
That’s anarchy, right? 'm not setting foot in such
uncivilized space, let alone do business there.

In fact, the history of commerce is replete with
examples of organic, self-governing systems
evolving through custom and trade usage. In
medieval England, practices developed in the open
market evolved into what was known as the law
merchant, a set of background rules and principles
followed in transactions between merchants. These
included agreements as to who bore the risk of loss
of inventory (“free on board”), and what terms
applied in the absence of specific agreement. When
Karl Llewellyn and his New Deal colleagues
attempted to unify the hodgepodge of state-specific
Jaws that made U.S. commercial law confusing and
disputes expensive to resolve, they recognized the
elegance and efficiency of the law merchant and
largely adopted it in the Uniform Commercial
Code, a single system of commercial law now
adopted by every state in the U.S. and by many
foreign countries as well. Three cheers for anarchy!

There are already indications that a similar
organic form of governance is evolving in
Cyberspace, growing out of the general principles
of electronic interaction known as netiquette. Some
of the earliest incarnations have been crude, like
the system operators who pass “death sentences”
on misbehaving users, wiping out all traces of their
electronic existence. Increasingly, civilized voices
like the Electronic Frontier Foundation’s David
Johnson have proposed virtual mediation — panels
of experts convened on the fly — and, where
appropriate, electronic democracy.

The wise organization will seize the
opportunity to work in an unregulated market that
recognizes efficiency and rewards innovation. It
will not waste time encouraging the federal
government to intervene, which is neither likely
nor desirable. Instead, it will use its influence to
ensure all governmental activities in Cyberspace
remain minimal and ineffective, and focus its
efforts on building coalitions and trade groups that
will quickly establish Cyberspace’s law merchant,

including transaction enablers such as digital
money, other financial services such as digital
notarization, and netiquette.

Think of Personal Privacy as a Commodity,

Not an Obstacle.

It’s hard to separate out all the agenda
underlying the “debate” regarding personal privacy
and Cyberspace. The Electronic Frontier
Foundation, following the lead of the Internet
community in general, has been portraying this
issue largely as a problem of individual liberty, of
an insidious Big Brother — particularly his national
security incarnations — eager to wipe out the Bill of
Rights in Cyberspace before it can take hold.

Some perspective on privacy would be helpful.
Historical studies of privacy in the United States
suggest that we live in a better and worse world
today than, say, the colonial period. The Puritans
did not expect their mail to be private, but they did
expect that their bedrooms were. So privacy is not
a static concept, and law enforcement insistence on
maintaining “parity” with new technologies has it
exactly backwards. Parity arguments ignore the
fact that new technologies have created new forms
of human interaction, leading to unhelpful
metaphysical questions like whether e-mail is the
“type” of communication the government would
“traditionally” have been able to intercept without
awarrant; that is, whether it is more like an
overheard conversation on the village green (not
private) than pillow talk (private). For the past 50
years, the Supreme Court’s non-test has been to
ask whether the speaker had a “reasonable
expectation” of privacy.

But is the government really who we need to
be protected from, or even the only entity we
should fear? On the other side are the dangerous
hackers breaking into the machines of many of our
speakers, wreaking havoc. It’s not cool, says
Tsutomu Shimomura, to read other people’s
e-mail, whether it’s a hacker or, we can add, the
government. After playing for us the eerie tape of
phone mail messages from the hacker who ripped
off his files, Tsutomu went off to assist the FBI -
that’s the government, mind you — in capturing a
suspect in the case, a notorious figure named Kevin




The View from the Brooklyn Bridge

In response to “The Five Privacy and Security Imperatives

for Electronic Trade”
by John Perry Barlow

Co-Founder, Electronic Frontier Foundation, and
Advisory Board Member, CSC Vanguard

J ust last week, | took a Dutch friend on a walk
across the Brooklyn Bridge and submitted her to
an extemporaneous lecture on the parallels between
that literal and genuinely religious leap of faith in 19th-
century American engineering and the Internet as the
current manifestation of the same wild thrust, engen-
dering some of the same popular anxieties.

| told her that | thought the decade in which the bridge
was designed and largely built, the 1870s, was a
decade which in some ways resembles the present. It
was a time of shattering invention and originality. Many
of the technologies that would utterly alter us during the
intervening century — the telephone, commercial elec-
tricity, sound recording and steel construction ~
exploded into the world.

It was another time when engineering suddenly
endowed us with apparently limitless potential. The
prophets of that time — from Marx to Edison to the
Roeblings, father and son — were as feverish with the
inevitability of their visions as the Tofflers and cypher-
punks of the present. And, as Larry says, many of the
ordinary folks were scared to death of a future they
could neither prevent nor understand.

As symbols, though, there are some important differ-
ences between the Brooklyn Bridge and the Internet,
many of them related to the sources and advantages of
faith. These were brought into sharp focus at
Vanguard's privacy and security conference in Palm
Springs, and I've been mulling them over ever since.

Faith in the Known

The Promethean engineers of the 19th century were
thrust upward on Toffler's Second Wave at the time of
its maximum velocity. They were in a matrix of progres-
sive zeal that spread from the crisp vertices of
Descartes to the vanishing points of Manifest Destiny.
They believed in Control, and, of course, Almighty God,
by whom Control had been ordained and in whose
name it was imposed.

The Roeblings’ bridge may have terrified the hoi polloi,
but to the men who financed it, it was a reasonable

statement of faith in physics - the most dramatic of its
time perhaps — but well within the confines of a para-
digm that had been bearing steadily increasing fruit
since Newton and, in many ways, since Moses.

Further, the Brooklyn Bridge undermined none of the
institutions of its day. Indeed, it was part of what was
building them. Coming out of an era in which the only
large institutions had been religious in the classical
sense, it represented both the Church and its new
siblings, the Corporation and Large Government. It's no
mistake that its arches ascend to an ecclesiastical
point.

If you walk across the bridge today, you feel its blunt
simplicity. In addition to stone and steel, it was made of
physics. And physics, at least Newtonian physics, is a
lot simpler than biology. Once you've done the math,
you can trust the trajectory.

It was also, as Larry suggests, made of faith, but it was P
a very different kind of faith than the present asks of us. &
Where the Brooklyn Bridge was built on faith in what #
was known and controllable, we are now required to :
place our trust in what can neither be known nor con- _»
trolled. &

Faith in the Unknown

We have left the Machine Age and are plunging into
the fogbank of something completely different, the Era
of the Organism. The new masterworks of humanity, of
which the Net is very likely the most important, are of
such complexity that they can no longer be designed
and built. Instead they must be grown. It isn’t physics.
It's biology. It's nature.

There are no smooth, catenary curves in nature. The
trajectories of biology are “forky” and unpredictable as
lightning. There is a new mathematics to describe
them, but what these numbers tell you is only that you
can't know where things are headed. It's hard to imag-
ine the Brooklyn Bridge would have been funded had it
been designed according to fractal geometry rather
than calculus.

The current hurdle of civilization into Cyberspace has
required, like the bridge, the assembled acts of the
existing institutions, but it hardly reaffirms them. For one
thing, a large collective enterprise loves certainty
above all other things, including profit.

CSC Vanguard
Position Paper
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In the pursuit of certainty, almost any established cor-
poration will follow the Devil It Knows, whether buggy-
whips or minicomputers, straight to doom. Nothing is
certain in Cyberspace but accelerating change. The
curves we can plot — processor speed, Internet growth,
Web use, bandwidth — are all increasing logarithmically
or faster. Furthermore, there is reason to think many of
them will become irrelevant in this new environment,
devoted as they are to distributing centralized goods
and services.

For this reason, it is hardly surprising that many of the
corporations that were putting us up in this hotel at the
corner of Dinah Shore Drive and Bob Hope Way resist
going into Cyberspace. In some deep, organic recog-
nition of their own, they know there be dragons there.
They have a sense of nameless dread.

Of course, dread hates to be nameless so, in this
instance, it finds its focus in the Nightmare Hacker,
bent on lobotomizing corporations for the hell of it.
Never mind that there is no evidence with which I'm
familiar that this beast actually exists. He is a creature
of the unfamiliar. The premise that he could exist is
sufficient reason to stay out of this mysterious realm.

If corporations must go into Cyberspace, they insist on
doing so with certainty and control assured. They want
the government to send in troops first and ferret out
such guerrillas as Kevin Mitnick and his kind. They
want to establish the predictable rule of law. But this
isn't Panama. It's more like Vietnam but worse, since
the threat is largely imaginary (and thus impossible to
contain). It's also worse because this jungle is infinitely
expansible, and worse still, it's not even clear whose
troops should go in or whose law should reign.

3 Faith in Openness

This relates to one of Larry's statements that | found

) telepathic: “Maybe Cyberspace isn't in the United
States or any country at all, but exists as its own sover-
eign, virtual nation, and — what may be most chilling of
all — that virtual nation might just be the home country of
all global businesses.” When | read this line, | was fresh
from giving a speech at the Technology Entertainment
Design (TED) conference in Monterey in which | had
proposed precisely that.

Five Privacy and
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In the created world that arose from Newton, power
was derived from closed architectures of one sort or
another. Creating wealth was a matter of skillfully man-
aging scarcity and maintaining clear boundaries. But
the natural world favors open systems. Indeed, it
requires them, since the energy exchange processes
upon which it builds its increasing layers of complexity
must be interoperable in the deepest sense of the
word. The Net is no different.

As | listened to Bill Cheswick, | realized that he was
describing a system of such perfected security as to be
fundamentally incompatible with the requirements of
both the Internet and the World Wide Web, both of
which need highly permeable membranes in the sys-
tems that make them up. The only way they can inter-
act properly with their environment and maintain the
security of their contents is through the internal use of
cryptography, but this is another technology that exist-
ing institutions find threatening.

Then there are the threats to the control of intellectual
“property” upon which many existing institutions have
based their sense of well-being. If they cannot assure
their ability to “own content,” and there is no longer a
business to be had in putting their intellectual property
into objects and shipping it around in trucks, then what
will they do for a living? Hard questions.

But can anyone not explicitly involved in the local man-
ufacture of physical goods expect to be successful
without entering this great region of ambiguity? | don't
think so. We are at one of the great watersheds of
history, a more momentous moment than the Brooklyn
Bridge. All of us, whether individuals or institutions, will
be required to make enormous acts of faith and leave
our old beliefs at the border. Those who can't will be
left behind.

But where the Brooklyn Bridge required of its builders
faith in their ability to control technology, going into
Cyberspace demands a much purer form of faith: faith
without control. Faith in nature. Faith in human nature.
Faith that what goes around really does come around.
Groundless faith.

But | have often suspected that groundless faith, like
unconditional love, is the only kind there is.




Mitnick who had already seen jail time for his
hacking activities. The story received tremendous
coverage, including a series of articles by John
Markoft in The New York Times and commentary
from Steven Levy in Newsweek. Tsutomu was seen
skiing, at last, on CNN.

We take a certain pride in our colleague’s
catching up with his tormentor. But now in the
aftermath, one must ask if the federal time that
Mitnick is likely to serve for his exploits is a
punishment that fits the crime. Andrew Shapiro,
reporting in The Nation, acknowledges a strong
backlash developing in the Mitnick case, including
criticism of Markoff’s personal involvement in the
search. “Mitnick didn’t steal money, he didn’t hurt
anybody,” says 2600 Magazine Editor Emmanuel
Goldstein. The credit card numbers he had are
also in the possession of many other hackers, and
they haven’t used them. Information, say the
hackers, wants to be free. And boys, it seems, just
want to have fun.

So are hackers the spoilers of Cyberspace, or
are they its guardians? Is the FBI the agency of
choice for tracking down those who interfere with
our electronic commerce, when it is their
Byzantine cryptography policies that keep us from
being able to secure the environment in the first
place? As Patrick McGoohan used to say on the old
“Prisoner” TV series, just who are the prisoners
here, and who are the guards?

Maybe these aren’t even the right questions to
begin with. One of the most poignant moments of
our conference came during John Perry Barlow’s
session, when a sponsor asked him why it was that
he and his colleagues were so concerned about
what seemed to be an incompetent government,
rather than a commercial sector with more history
and much more incentive to invade personal
privacy. A sobering question. We give away
incredibly private information about ourselves all
the time to hotels, airlines, video stores, creditors,
grocers, and the like. And whatever the state of a
citizen’s “right to privacy,” in the United States
and elsewhere, it has never been thought to apply
to non-governmental actors. Even those who would
protest the loudest against a national identity card
happily carry dozens of magnetic stripes in their

wallet, fill out forms at the drop of a hat, and allow
their groceries to be scanned. There are few laws
limiting the use of such information. For $15,
credit bureaus will sell you the privilege of cleaning
up their data about you.

In Cyberspace, even more information about
vou will be available — and at virtually no cost - to
create, distribute, merge, sort and replicate. So the
invasions of privacy will be that many orders of
magnitude worse, right?

Wrong. While the technical barriers to
massive data collection, consolidation and
disbursement are evaporating, so are the barriers
to voicing collective mores about what is or isn’t
“reasonable.” Traditional barriers to collective
action are also overcome in the low transaction
cost environment of Cyberspace, making it
possible for the “market” to be truly responsive,
rewarding good practices and punishing bad ones.
Quickly. Widespread corporate abuse of private
data will not be tolerated. Organizations that
misuse data can and will be punished in the worst
possible way — economically. And where there are
markets for anonvmous transactions,
ingenuity will provide solutions, Py
whether in the form of untraceable ‘
currencies (digital cash) or alter egos
(intelligent agents).

The more important point about
personal privacy is not to think of it as
an impediment to doing business, but as
an enabler. Personal expression
stimulates economic activity; it’s the
goose that lays the golden
eggs. Rather than worrying
about which of our s
marketing efforts will pae g
offend privacy watchdogs,
we should instead be thinking
about ways in which we can use
Cyberspace to encourage new forms of
expression and communication in a secure and
comfortable environment. Focus on the product, in
other words, and use common sense in the design
of the store.

The wise organization will closely monitor
attitudes and behaviors of the residents of
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Cyberspace, just as they do in the physical world,
but will get much clearer and much more timely
feedback from the market. Market research and
advertising in Cyberspace, as well as strategic
planning, production scheduling, product design,
inventory control and financial planning, will
become much more (more?) scientific. The
successful organization will go further, recognizing,
as Vanguard advisory board member Nicholas
Negroponte says, that transaction data is worth
little without knowing how the customer felt about
the transaction. In the accelerating pace of modern
life, both buyer and seller will need to find each
other quickly and effortlessly. Services like
ProductView Interactive’s online advertising
service, which links buyers to sellers, will do just
that. ProductView recognizes the value of the
consumer’s personal information and handles it
gingerly. ProductView creates explicit economic
incentives for consumers to share their information
with others, but won’t share that information
unless the consumer grants permission. However,
as electronic commerce encourages greater
intimacy with consumers, they will want to provide
private information because doing so will make
their lives better. That, at least, should be our goal.

Before You Start a Vigorous Exercise

Program, See Your Doctor for a Check-Up.

As Bill Cheswick says, “The Internet is a bad
neighborhood.” It’s a landscape of dark alleys,
populated by shady characters wielding menacing
objects. UNIX is a grossly insecure operating
system, as are MS-Windows and the MAC/OS
(according to David Bauer, they are inherently so).
Perhaps only 1% of all attacks are even detected,
let alone reported. And so on and so on. Tsutomu
Shimomura, CLff Stoll, Bill Cheswick and